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Abstract— Multi-party voice-over-IP (MVoIP) services
allow a group of people to freely communicate with each
other via Internet, which have many important applications
such as on-line gaming and tele-conferencing. In this paper,
we present a peer-to-peer MVoIP system called peerTalk.
Compared to traditional approaches such as server-based
mixing, peerTalk achieves better scalability and failure
resilience by dynamically distributing stream processing
workload among different peers. Particularly, peerTalk
decouples the MVoIP service delivery into two phases:
mixing phase and distribution phase. The decoupled model
allows us to explore the asymmetric property of MVoOIP ser-
vices (e.g., distinct speaking/listening activities, unequal in-
bound/out-bound bandwidths) so that the system can better
adapt to distinct stream mixing and distribution require-
ments. To overcome arbitrary peer departures/failures,
peerTalk provides light-weight backup schemes to achieve
fast failure recovery. We have implemented a prototype
of the peerTalk system and evaluated its performance
using both large-scale simulation testbed and real Internet
environment. Our initial implementation demonstrates the
feasibility of our approach and shows promising results:
peerTalk can outperform existing approaches such as P2P
overlay multicast and coupled distributed processing for
providing MVoIP services.

Index Terms— Peer-to-Peer Streaming, Voice-Over-IP,
Adaptive System, Service Overlay Network, Quality-of-
Service, Failure Resilience

I. INTRODUCTION
Recent Internet advancement has made large-scale

Philip S. Yu Zon-Yin Shae

flexible MVOIP service that allows any participant to
“speak” at anytime. By speaking, we mean not only
uttering words, but also nonverbal activities such as
shouting, singing, cheering, and laughing that are com-
mon in interactive and spontaneous applications such
as on-line gaming. For example, in the Internet gaming
application, MVoIP services allow game players to easily
communicate with each other for deploying strategies,
and game spectators to cheer up players. The emerging
collaborative distributed virtual environment applications
such as inhabited television [28] and digital virtual
world (e.g., Second Life [1]) can support large online
communities and highly interactive social events where
it is common to have overlapping audio transmissions
from multiple participants.

Traditional multi-party conferencing systems employ
either multicast (e.g., [16], [15], [14], [7]) illustrated by
Figure 1 (a), or server-based centralized audio mixing
(e.g., H.323 multi-point control units) illustrated by
Figure 1 (b). Using the multicast approach, the system
needs to distribute multiple audio streams concurrently
from all active speakers to all participants. Although
multicast is well suited for broadcast applications that
usually involve one active speaker, it becomes inefficient
for interactive and spontaneous applications (e.g., on-line
gaming) that often include many simultaneous speakers.
The system can be overloaded by processing many audio
K¥Reams concurrently. Moreover, since any participant

streaming a reality [37]. Although previous work hass allowed to produce audio streams at any time, we
studied the feasibility of supporting stream content dereed to maintain a large number of multicast trees for
livery using peer-to-peer (P2P) architectures (e.g., [18|| participants, which can incur a lot of maintenance
[14], [7], [21], [13], [12]), little is known whether it is overhead especially in dynamic P2P environments where
feasible to prOVide |arge'Sca|e multi-party VOice'Over-”aeers can dynamica”y leave or join the System_ The au-
(MVolP) services using application end-points such afio mixing scheme can effectively reduce the number of
peer hosts. The MVoIP service allows a group of peoplgncurrent streams, which first mixes the audio streams
to freely communicate with each other via Internepf all active speakers into a single stream and then
which can be used in many important applications sugfistribute the mixed stream to all participants. However,
as massively multi-player on-line gaming [10], [20]centralized audio mixing lacks the scalability desired by
tele'ChorUS, and online stock trading. Different frOﬁPZP app"cations that often have |arge groups and many
conventional conferencing systems that impose expligibncurrent VoIP sessions. For example, the existing most
or |mpI|C|t floor controls, we strive to provide a morepopu|ar VoIP system Skype [2] can on|y support confer-
hencing sessions with at most five people. Previous work
(e.g., [28], [22], [10]) has proposed coupled distributed
processing (CDP) approach that uses the same tree for
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Fig. 1. Design alternatives of multi-party voice-over-IP services.

both stream mixing and distribution, illustrated by FigurpeerTalk performgontinuousoptimization to adaptively

1 (c). However, we observe that MVOIP services preseaptimize the quality of the MVoIP service in dynamic
asymmetric properties: (1) the number of active speakdP@P environments.

(i.e., stream sources) is often different from the number The peerTalk system aims at supporting P2P applica-
of listeners (e.g., stream receivers), and (2) the in-boutidns (e.g., P2P gaming [20]) where MVoIP services are
bandwidth of a peer can be different from its out-boundhostly applicable. However, compared to conventional
bandwidth (e.g., cable network). Thus, CDP can be subistributed systems, P2P environments present more
optimal by using the same tree for both mixing andhallenges due to higher failure frequency and arbitrary
distribution. peer departures. The peerTalk system proviiddsire-

In this paper, we present the design and implemeresilient MVOIP services using a set of light-weight
tation of the first P2P MVoIP system called peerTalKailure recovery schemes. First, the system maintains a
Compared to previous work, our solution presents threeimber of backups for each mixer on the mixing tree by
unique features. First, peerTalk provides the fidst utilizing redundantesources in P2P environments. Thus,
coupled distributed processin@DP) model for MVoIP we can achieve fast failure recovery for time-sensitive
services, illustrated by Figure 1 (d). The DDP model paolP applications by avoiding constructing a new mixing
titions the multi-stream audio delivery into two phasedree on-the-fly as much as possible. Second, similar to
(1) mixing phasethat mixes audio streams of all activeprevious work [15], [6], [36], peerTalk adopts an overlay-
speakers into a single stream vianaixing tree and based approach for failure resilience. We first connect
(2) distribution phasethat distributes the mixed audiopeer hosts into an overlay mesh on top of IP network.
stream to all listeners via distribution tree The decou- The mixing tree and distribution tree are then built on top
pled processing model can better match the asymmetoicthe overlay mesh. Finally, we assume cooperative P2P
property of the MVoIP application, which allows usenvironments where peers are willing to share resources
to optimize and adapt to distinct stream processingith each other. The P2P \VoIP service provides natural
operations (i.e., mixing or distribution) more efficientlyincentives for participants to share resources since they
Second, peerTalk ifully distributedandself-organizing want to receive high-quality VoIP services with low cost.
which does not require any specialized servers or IPWe have implemented a prototype of the peerTalk
multicast support. The system provides scalable MVol&/stem and conducted extensive experiments in both
services by efficiently distributing stream processingide-area networks PlanetLab [27] and simulated P2P
load among different peers. Thus, peerTalk can natoetworks. Our experiments validate the feasibility of sup-
rally scale up as more peers join the system. Thirgorting MVOIP service using P2P systems and demon-
peerTalk isadaptive which can dynamically grow or strate the performance advantages of our approach com-
shrink the mixing tree based on the current number pfired to existing schemes. More specifically, our results
active speakers. During a MVoIP session, the numbshow that (1) peerTalk can greatly reduce resource con-
of active speakers can dynamically change over timgntions in P2P environments compared to the overlay
For example, in a P2P gaming application, there canulticast approach, especially for MVoIP sessions with
be many active speakers at exciting moments while lelssge group sizes and heavy workloads (i.e., many active
speakers during quiet periods. Any static solution (e.gspeakers); (2) peerTalk achieves much lower service
predetermined aggregation tree at setup time) can eitlielay than the CDP approach by using separate trees;
be over-sufficient that wastes system resources or undand (3) peerTalk can quickly recover MVOIP service
sufficient that fails to meet workload requirements. Thu&ilures while maintaining low resource contention and



service delay among live peers. The rest of this paperfalure resilience. Instead of constructing the mixing and
organized as follows. Section Il introduces the peerTatkistribution trees directly, peerTalk first connects peer
system model. Section Il presents the detailed desi¢posts into an overlay mesh on top of existing IP network.
and algorithms for P2P MVoIP service provisioningThe mixing and distribution trees are then constructed
Section IV presents the failure resilience managemem top of the overlay mesh. Each peer is connected
schemes. Section V presents the experimental results avith a number of peers called neighbors via application-
analysis. Section VI discusses related work. Finally, tHevel virtual links calledoverlay links Each overlay link

paper concludes in Section VII. between two peer hostg andv;, denoted byi; ;, can
be mapped to the IP network path betwegrand v;.
Il. SYSTEM MODEL The number of neighbors to which a peer host can be

In this section, we introduce the peerTalk systerﬁO””eCted is called the out-bound degree of the peer host,
model. First, we describe the MVoIP service model anhich is limited by the out-bound bandwidth at the peer
its applications. Second, we present the overlay-bas@@st: Similarly, the in-bound degree of the peer host
P2P \oIP system architecture. Third, we provide ai§ constrained by its in-bound bandwidth. The overlay

overview of our approach to providing MVoIP servicedOP0logy can dynamically change while each peer selects
using a P2P system. different neighbor peers. Specifically, to construct an

overlay mesh with node degréeeach peer selecis/2]
A. Multi-party VoIP Service Model nearby peers as neighbors for network locality, g]

' . . . . random peers as neighbors for failure resilience [31].

Multi-party VolP services allow geographically dis-Remote random peers allow the overlay network to better
persed participants to communicate with each other §ynive correlated failures.
a more natural way than other alternative solutions gach peer sends heartbeat messages to its neighbors to
such as instant messaging. The basic MVoIP serviggjicate its liveness and current stream processing per-
model considered in this paper is that each participantfimance (e.g., processing time and throughput). Each
allowed to speak at anytime and should be able to hgsger can keep up-to-date neighbor list and the neighbors’
the voices of all other active speakers. Different fronhformation based on the heartbeat messages. Each peer
conventional conferencing systems that often impoggso periodically monitors the network delay to its neigh-
explicit or implicit floor control, the MVOIP service pors and the bandwidth of the corresponding links using
does not limit the number of participants who caRctive probing [19]. Each peer maintains the routing cost
‘speak” and the time when participants can “speak(j e  network delay) to every other peer and the path
By speaking, we mean that participants produce amyat |eads to such a cost. The distribution tree rooted
audio signals that could be not only uttering wordsyt each peer is constructed from the reverse shortest
but also nonverbal activities such as singing, cheeringmhS in similar fashion to DVMRP [16]. The mixing
and laughing, or some background sound in a virtuglee is dynamically constructed using the adaptive P2P
environment (e.g., music). The MVoIP service has manyixing algorithm presented in Section IIl. The rationale
interesting applications. For example, in increasinglyenind the overlay-based approach include: (1) allowing
popular multi-player Internet game applications [20], thgach peer to maintain QoS information (e.g., CPU load)
MVoIP service allows both players and spectators tghout its neighbors and the network QoS (e.g., network
communicate naturally in realtime [35]. The players cage|ay, data loss) of its adjacent overlay links from itself
better coordinate with each other for deploying strategigg its neighbors; (2) reducing tree repairing frequency
using audio than using instant text messaging. Moreov% leveraging the resilience property of the overlay
the MVolP service allows the game spectators to chegfesh that contains multiple redundant paths between
up the players in more personalized ways [10]. Oth@kery pair of peer hosts; and (3) leveraging previous

important applications include Interactive Internet TVoverIay multicast solutions (e.g., [15]) for building the
Tele-immersions, audio-enabled tele-auctions, and C@jistribution tree.

laborative virtual environments. All of the above appli-
cations have a common property that many participants Approach Overview
can produce audio streams simultaneously. Moreover, thel_

. . he peerTalk system provides the MVoIP service
number of active speakers can change over time as the . .
o X using a new P2P stream processing approach, which
session’s activeness changes.

decouples the audio stream mixing from the audio stream
) distribution. Figure 2 shows a P2P MVoIP session with
B. Overlay-based System Architecture eight participants. Unlike conventional schemes (e.g.,
The peerTalk system adopts an overlay-based aentralized mixing), peerTalk does not require any spe-
proach for quality-of-service (QoS) management ardal servers and uses only end-systems of all participants,
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peer hosts that provide audio mixing functions. Since the
number of active speakers can dynamically change, the
audio mixing workload varies over time. The peerTalk
system can dynamically grow or shrink the mixing tree
to adapt to the number of active speakers. For the distri-
bution phase, we leverage the existing overlay multicast
solution (e.g., [14], [15]) to construct @istribution tree

to disseminate the mixed audio stream from the root of
the mixing tree to all listening participants, shown by

the lower-level tree in Figure 2. Note that the internal
nodes M; and D; in the mixing tree and distribution
tree can be instantiated on peer hosts that belong to
different VoIP sessions. In this paper, we assume that
called peer hosts, to perform audio stream processingers are willing to share their resources when they
in a fully distributed and self-organizing fashion. Eaclioin the system. Some research work has addressed the
MVoIP service session employs a set of audio streaptioblem of enforcing fair resource sharing [25], [11] in
processing components calledixers and distributors P2P systems, which however is not the focus of this
The mixers and distributors are dynamically instantiateeaper. We also assume that peer hosts are trust-worthy
on different peer hosts based on their load conditiondnd secure audio transmissions can be achieved using
Each mixer, denoted by/;, has multiple input ports and cryptography schemes.
a single output port. The mixer periodically aggregates Compared to the multicast approach, our scheme has
the audio samples arrived at all input ports into onan extra mixing delay. However, the audio mixing phase
audio sample and normalizes the result to generatecan greatly reduce the network traffic and the stream
mixed audio sample packet that is sent out via the outpocessing load by reducing the number of concurrent
port. The mixer is the basic building-block in the mixingstreams each peer has to handle and distribute across
phase of the decoupled stream processing. In contrasfworks. On the other hand, the height of the mixing
each distributor, denoted h§;, has a single input port tree is often much smaller than that of the distribution
and multiple output ports. The distributor replicates eadree since the active speakers often constitute a small
input audio packet into multiple copies that are sent ogtibset of all participants. The mixing tree delay is thus
via the output ports. The distributor provides the basig€latively small compared to the distribution tree delay
function for the distribution phase. that needs to cover all participants. Moreover, different
Different from traditional client-server system, P2@rom the multicast approach that has to use different
system consists of end-system hosts, denoted, bjhe multicast trees rooted at active speakers, peerTalk always
peer host often has constrained resources such as limi¢sgs the optimal multicast tree that has the smallest
memory for buffering audio packets received from negistribution delay. As a result, peerTalk can be more ef-
works, and low out-bound bandwidth (e.g., cable/Dsficient than the multicast approach, especially for highly
networks). However, the multi-stream audio processirftive, large-scale sessions with many active speakers
is often resource intensive (e.g., large buffer requirénd participants.
ments for many streams, large bandwidth requirement
for sending/receiving packets), especially for large-scale I1l. P2P VOIP SERVICE PROVISIONING
MVolP servic_e sessions involving many partipipant;. We now present a fully distributed algorithm for
Thus, centralized stream processing becomes inappligginamically constructing and adapting the audio mixing
ble in P2P environments since no single peer host Cilles in P2P environments. The basic idea of our ap-
meet the resource requirements. To address the pmb'?gbach is to adaptively distribute dynamic audio stream
the peerTalk system employs multiple peer hosts {ging workload among different peer hosts while con-

collectively fulfill the task of audio stream processingtimws|y optimizing the service quality of different
The peerTalk system first connects a number of mixefsop sessions.

into a mixing tree illustrated by the upper-level tree in

Figure 2. The leaf nodes of the mixing tree consist of all ] o

participating peer hosts. We assume that each peer stService Provisioning Protocol

performs silence suppression to save resources. If a peeWe now present the VoIP service session provisioning
host is a leaf node in the mixing tree, it generates audgotocol in the peerTalk system, illustrated by Figure 3.

stream only if the local participant produces any sounét a session beginning, all participants of the session
The internal nodes of the mixing tree consist of servingin an election protocol to select the best peer as the

Fig. 2. Decoupled MVoIP service delivery model.
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Fig. 3. MVoIP service session setup protocol.

rendezvous point that serves as the root of both mixing
tree and distribution tree. Different from the multicast
approach where each active speaker uses a different
tree to disseminate the audio stream to all participants, (€) Non-root mixer merging
peerTalk only uses one distribution tree to send the
mixed audio stream to all participants. This provides
an optimization opportunity for the system to employ merge |
the best multicast tree for the distribution phase. Thus,

we want to place the rendezvous point on the peer ] 6] [ oo
host that is the source of the best multicast tree. In the speser spester
current peerTalk system, the best multicast tree is the
one that has the minimum average delay between the Fig. 4. Mixer splitting and merging operations.

source and all other participatesVhen two multicast

trees have similar distribution delays, we choose the one

that has larger mixing capacity. Specifically, all peersan either split itself if it is overloaded or merge with
concurrently run the DVMRP algorithm to construcits sibling mixers if it is under-loaded. The mixer is
multicast trees rooted at themselves. Each peer measwatse dynamically migrated among different peer hosts to
the average delay of its own multicast tree and thexchieve improved service quality. We now describe the
propagates the delay information plus its mixing capacityistributed algorithms for mixer splitting, mixer merging,
to all other members via the overlay mesh. All peers theand mixer migration, respectively.

select the same best peer as the rendezvous point. For

example, in Figure 3 (a), all eight participants initiate, Mixer Splitting

the multicast tree construction algorithm and then select

the pgerb as the. rgndezvous pgmt. . of audio streams concurrently arrived at its input ports.
, Inlthlly, the mixing tree only mclyde; the root MIXer Since peers can perform silence suppression, a leaf node
instantiated on the rendezvous point, illustrated by Figy, yhe mixing tree generates an audio stream only if the
ure 3 (b). All participants are connected to the root mixgge4| participant produces any sound. An internal node
as its children. During runtime, the system adapt|velé‘n the mixing tree generates an output audio stream if

grows or shrinks the mixing tree based on the dynamig, ot its input ports receives an input stream. Suppose
mixing workload changes using a fully distributed alyo mixeras: hasn input ports denoted by, I, ..., I,

gorithm. First, the root mixer monitors the number o{y, ;se time-seriesl,. 1 < k < n to describe the data

act?ve speakers among all participants. If the number gf.. -, pattern at the input pott,. The time-seriesd;
active speakers is larger than the number that the rQQfqjst of a sequence of time-stamped number denoted
mixer can handle, it spawns new child mixers on otheHy ar € A,. At time t, we seta;, — 1 if there are data
peer hosts to offload the audio mixing workload. Thging at the input porfy, or a; = 0 if no data arrives.

basic idea of mixing tree adaptation is that each MiX@fence, the total number of audio streams concurrently

arrived at the mixe\/; at timet, denoted by;(¢), can

1we can use different criteria for selecting the root mixer. We use L . -
the distribution tree delay as the primary selection criteria because #6 calculated a&;(t) = > ay. To achieve stability, we

distribution delay often accounts for a major part in the end-to-end . ki:l f total dio st b
voice packet delay. We can also use different composite metrics badkef MOVING average value of total audio stream number

on the network conditions and audio mixing requirements. at timet, denoted byV; ;. IV; ; can be computed by the

(&) (6708 oo

speaker speaker speaker speaker
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speaker speaker

(d) root mixer merging

Each mixer); in the mixing tree monitors the number



exponential smoothing algorithm as follows, mixing overhead (delay, packet loss) by minimizing the
number of mixers traversed by the audio streams. Similar
Nig=a-Niga+([1-a)-Q(t),0<a<l (1) {5 the mixer splitting process, each mix&f; monitors
For conciseness, we omit thein N;; and useN; to the number of audio streams concurrently arrived at its

represent the moving average value of total audio stredffpUt Ports. If the total workloadv; is significantly less
number at current time. than the mixer's processing capacity; (e.g., N; <

Since peer hosts are often resource constrained, ey /), the mixer seeks to merge with its succeeding
can only process a limited number of audio streani?!ing M; in the mixing tree. If the aggregate workload
while keeping up with the input stream rate withoup! #4: and; is within the processing limit of a single
dropping data. Let us consider the mixef; located on MIXer, i..,.N; + N; < max(C;, Cj), we merge the two
the peer host; that can process at mast streams. The MIXErs into one mixer. IfC; < Cj, we delete]; and

mixer M; triggers the splitting process if the number ofPNnect the children ai/; to A;. Otherwise, we delete
dV; and connect the children df/; to A;. Note that the

arriving audio streams exceeds its processing limit, i.e’ i
N; > C;. If the overloaded mixer\/; is not the root above process may trigger the parentidf and M; to

mixer, it splits itself into two mixersM; ; and M; ., perform mixe_r merging since the inp_ut stream number of
illustrated by Figure 4 (a). One of thed¥; ; remains the par_ent mixer decrea_ses. If & mixef; becomes_ the
on the host; and is assigned a subset of the children @NIY child of its parent mixen/,,, we can merga/; with -
M, whose aggregate workload F%1- The rest of the My to reduce the he_|ght of the mixing tre_e. The situation
children are assigned to the new mixef; ,. The peer 0CCUrs Whgn the phlldren a¥/, merge with each other
hostu; then selects its most lightly-loaded neighhgr N0 one mixer. Figure 5 shows the psudo-code of the
to host M, . If the workload of M; , still exceeds the MX€r merging algorithm. To avoid system thrashing
processing limit ofu;, the mixer)M; » continues to split PEWeen mixer splitting and mixer merging, peerTalk
itself until the workload of each new mixer is within the'€duires that mixer merging cannot be triggered within

processing limit of its hosting peer. Note that the aboveertain time threshold if the mixer is just partitioned from

process may trigger the parent df; to split since the the other mixer.
number of its children is increased. ) o

If the overloaded mixerM; is the root mixer, i.e., D. Mixer Migration
M; = My, the peer host; first creates a new mixe¥/; The peerTalk system performs dynamic mixer migra-
and transfers all the children aff, to M, illustrated by tion to continuously optimize the audio mixing process.
Figure 4 (b). The new mixeb/; then becomes the only We can migrate a mixed/; from a peer host; to one
child of M, and is migrated to one of the neighbor®f the neighbors ob; if the neighbor peer is better in
of v; that has the largest available stream processitgyms of (a) larger stream processing capacity because
capacity. By doing so, the height of the mixing tree i§f more abundant CPU, memory and network bandwidth
thus increased by one. Let us assufe is placed on resources; (b) better network connection (i.e., less delay
the peer host;. If the workload of M, still exceeds Or packet loss) from the children of/; to M/;, and then
the capacity ofv;, M; performs the same splitting from }; to the parent of\/;; and (c) higher availability
as the previous case sindd; is not the root mixer. [9]. Each of these criteria can lead to different peer host
All spawned new mixers become the children of theomparison results. Thus, the peerTalk system allows
root mixer M,. To minimize the average workload forthe upper-level application to prioritize these different
all input streams, we distribute the children df, to criteria for customized decision-making. For illustration,
each new spawned mixet&/; ;..., M; , based on the let us assume that criteria (a), (b), and (c) has decreasing
data arrival time seriesd,, ..., 4,,. We calculate the priorities.
correlation coefficient between every two data arrival Each mixer)M; on the peer host; periodically probes
time seriesA; and A;, which indicates the possibility the neighbor hosts of; in the overlay mesh to decide
of concurrent data arrivals on the input poftsand 7;. Whether migration should be triggered. Let us assume
We then allocate least correlated input streams to thie hask neighborsvy, ..., vx. The mixer M; sends the

same mixer to minimize the average aggregate workloaddresses of its paredt, and children)My, ..., M, to
at each mixer. all of its neighbor hosts;,1 < j < k. The mixerM;

then asks each neighbor to return a set of information
. . including (1) current stream processing capacity, (2)
C. Mixer Merging average delay/packet loss fromy, ..., M,, to v; and
We now present the mixer merging algorithm illusfrom v; to M, and (3) failure probability ofv;. The
trated by Figure 4. The mixer merging process can efixer M; first selects qualified neighbor hosts whose
fectively shrink the mixing tree to avoid excessive audiprocessing capacity can satisfy the current workload of



Procedure: Merge(M;, M)

Pre-conditions: M,: parent of M; and M, churns. By failure resilience, we mean that the system

begin should be able to quickly recover an MVoIP session from
Lif (Ni < [G]) A (Ni + N;j < maz(Ci, Cj)) end-system or network failures with minimum service
2 if C; <Cj interruption. Compared to dedicated servers, peer hosts
3 tfllen mergeM; into M; are more prone to failures. Hence, failure resilience
4 elsemergelM; into M; management becomes particularly important in P2P en-
5 if M, has only one child/, . g t3 P y 1mp
6 if M, is not the root mixer vironments.
7 if M, can handle all workload
8 then merge M}, into M, . S
9 else mergeM, into Mj, A. Mixer Replication
10 if M, is the root mixerA (Ni + Np < C) We design a proactive replication-based failure recov-
endll then mergeM;. into M, ery mechanism to tolerate fail-stop failures of networks

and peer hosts, illustrated by Figure 6. Different from a
reactive approach that dynamically finds a replacement
for the primary upon failure, our replication-based ap-
proach is proactive by maintaining a number of backups
in advance. For example, in Figure 6, each of the three
mixers My, M, and M, maintains one backup mixer
for itself. During the VoIP session, no audio data are
sent to the backup mixer. However, the primary mixer
needs to periodically probe its backup mixers to monitor
their liveness and resource availability. The motivation of
the proactive approach is two-fold. First, P2P environ-
ments provide plentiful redundant resources for hosting
speaker  speaker  speaker speaker backup replicas. Second, the proactive approach can
avoid constructing a new mixing tree on-the-fly if backup
mixers are still usable. Thus, we can achiéast failure
recovery for time-sensitive VoIP services. Each mixer in

M;. If qualified neighbor hosts exisi/; further selects the mixing tree, called the primary, maintains a number
the best neighbor host that has (1) minimum wors@f backup replicas on different peer hosts.
case delay/packet loss, and (2) lowest failure/departurel€t us assume a primary mixer wants to maintin
probability. If the best neighbor host isignificantly backup mixers. As we mentioned before, each mixer
better than the current host, the mixer; is migrated periodically probes its neighbor hosts to decide whether
to the selected neighbor hdst one of them is better for hosting the mixer. At the
To achieve smooth mixer migration, the system fir&me time, the primary mixer can identify qualified
creates a new mixed! on the selected neighbor hosteer hosts to host replicas. If less thamualified peer
and connect3/; to the parent of\/; and the children of hosts are found, the primary mixer probes the neighbors
M;. In the meantime, the system still uskf to serve of its neighbors untilt replicas are instantiated. Dur-
the current MVoIP session. WheM! finishes the setup, ing runtime, the primary mixer periodically probes its
the children ofM; is notified to send audio streams tdeplicas to check their liveness and update the states of
M!. The old mixer)M; is then deleted. Since the mixerall replicas. If one of replicas becomes unavailable, the
M! may be instantiated on a more powerful peer host, tidéimary mixer tries to find another qualified peer host
mixer migration can trigger the mixer merging proces#? its nearby neighborhood to host the replica. When the
Hence, the mixer migration can not only improve th@rimary mixer is migrated to a new peer host, the replicas
performance of the current mixing tree but also help t@re also migrated to the neighbors of the new peer host
consolidate the mixing tree so as to reduce intermedidfe assure that backups are still close to the primary for

Fig. 5. Mixer merging algorithm.

Fig. 6. Failure recovery in mixing tree.

mixers during the stream mixing process. localized replica maintenance.
The number of replicas represents the trade-off be-
IV. FAILURE RESILIENCE MANAGEMENT tween failure resilience and replication overhead. If the

We now present a set of light-weight schemes tBrimary maintains: replicas up all the time, the primary
improve the system’s resilience to peer failures arfefh survivek—1 concurrent replica failures. Note that the

2For stability, mixer migration is triggered only if the performance of 3We can leverage previous resilient overlay multicast solutions (e.g.,
the neighbor host is better than the current host by a certain thresh{8d [34]) to achieve failure resilience in the distribution phase. Thus,
value. our research focuses on the mixing phase of MVoIP service delivery.



roles of different mixers are non-uniform to the failureoverlay mesh by an out-of-band bootstrap mechanism
resilience of the mixing tree. The higher level mixer§l5]. The peer selects a few peer hosts provided by
in the mixing tree are more important than the lowethe bootstrap service as neighbors and also requests a
level mixers because they are responsible for aggregatiiegv other peers to add itself as a neighbor. After the
the output streams of those lower level mixers. Thupger successfully joins the overlay mesh, it becomes an
we propose a differentiated mixer replication scheme tiverlay router that can forward packets for its neighbors.
maintain more replicas for higher level mixers in th@he peer then broadcasts a message to other peers via
mixing tree. The motivation of differentiated replicatiorthe overlay mesh requesting to join the MVoIP session.
is to maximize the overall failure resilience of the MVoIPThe peer can acquire the session ID from the bootstrap

service under limited replication overhead. service. If any peer that is already in the session receives
the requesting message, it replies the message with the
B. Failure Detection address of the mixef/; to which it is connected. The

eer then connects to the mix&f; according to the first

The failure of the mixing tree can be caused b{/) ly it receives and ignores other later replies. Thus,

. . e
either network failures between peer hosts or end-syst?ﬂg peer is successfully added into the mixing tree by

failures. We do not distinguish graceful failures (quittin . . ) .
with notification) from fail-stop failures (crashes/quie%Jecomlngl a child oflf;. The overlay multicast algorithm
can connect the new peer into the distribution tree. While

leaving) although the graceful failures can be handl :
- the peer stays in the system, the peer can be selected to
more efficiently. For example, we can request the quit-

ting peer to continue working until the system finishegIay the role of mixer, distributor or backup.
switching to one of its replicas. Peer departgres.yvhen a peen; Ieave; the system
When replicas stop receiving the heartbeat messaq_lé@m”t pre-notice _(|.e., crash/disconnection), the system
from the primary, they assume that the primary fails irst n_eed_s to repair the_overlay mesh and _updates mem-
Replicas then execute an election algorithm to rea@grship lists on other live peers. The neighborsvpf
a consensus on which replica should take over basg@ detect the departure of after they stop receiving
on a pre-defined election criteria (e.g., smallest peli}e heartbeat messages framfor an extended period.
identifier). The elected replica then contacts the parehf® System then updates the mesh by deletingom
and the children of the failed primary mixer. The parerif?® neighbor lists of all other live peers. The mesh can
and the children of the failed mixer then drop th&ecome partitioned because of the departure;offhe
connections to the failed primary mixer and connect {3YStém can repair the partitioned mesh by adding more
the new primary mixéx For example, in Figure 6, Whenoyerlay I|n!<s at partitioned peers [15]..7bt also hosts'a
the primary mixer), fails, the replical} takes over Primary mixerl;, the departure of; triggers dynamic
the audio mixing process for the participantsf, g and failure recovery to repair the mixing tree with a replica

connects to the parent mixa,. of M;. If v; only acts as a backup for a primary mixer
M;, the departurey; causesM; to create a new backup
replica.

C. Churn Management

In contrast to conventional client-server systems, P2P
systems exhibit a high rate of continuous node arrivals
and departures, which is called churn. The peerTalk sys- V. EXPERIMENTAL EVALUATION
tem reacts to churn according to different roles of peers

in the MVoIP service: (Lparticipantthat produces and  \we now present an experimental evaluation of the
receives audio streams; (Byerlay routerthat provides peerTalk system. We ran large-scale experiments on
application-level forwarding in the overlay mesh; (3h network simulation environment and prototype ex-
mixer that provides audio mixing service, (djstributor - periments on the PlanetLab Internet testbed [27]. Our
that distributes audio s'greams tp multiple receivers; angsylts demonstrate that (1) peerTalk that employs de-
(5) backupthat hosts mixer replicas. ~ coupled distributed processing (DDP) can achieve better
Peer joins. When a peer wants to join an existingyvolp service quality than coupled distributed process-
MVOIP session, it is first incorporated into the P2F|>ng (CDP) and overlay multicast, two existing state-of-
4The heartbeat messages are small messages sent with high tflrﬁlee--art schemes; (2) peerTa_lIk can simultaneously achieve
quency to ensure timely failure detection. both low resource contention and short network delay
5The session transition may cause VoIP service glitch. To furthavhile CDP has long network delay and overlay multi-
reduce the failure impact, we can incorporate the failure predicti%\?st tends to incur high bandwidth congestion; and (3)
mechanism into the system to initiate the session transition protoco . . o !
ReerTalk can achieve failure resilience under P2P system

before the primary fails, which however is beyond the scope of th - ovE e )
paper. churn by just maintaining a few backup mixers.



A. Evaluation Methodology peer host needs to process over its processing capacity.
We have implemented a prototype of the peerTalkarger node stre_s_simplies larger stream propessing delay
system and tested it on both simulation environments aAfid 10Ss probability at peer hosts; (@ppagation delay
the Planetlab Internet testbed [27]. The simulator pepf @1 MVOIP session is defined as the mean propagation
forms packet-level, discrete-event network simulatiofielay from all active speakers to all listeners where each
The simulator uses the degree-based Internet topoldgfPPagation delay denotes the network propagation delay
generator Inet-3.0 [41], [39] to generate a 5120 nod¥/€' the network path for .each voice pack_et travelling
power-law graph to represent the IP physical networOm one speaker to one listener; and ¢€yvice delay
The delay of each physical link is distributed in th@f an MVoIP session is defined as the mean service
range of [8,12] ms similar to [15], which is proportionald3|ay from all active speakers to all listeners where each
to the Euclidean distance between two end points. TREVice delay includes network propagation delays, peer
bandwidth of each edge network link is distributed ifnixing delays, and peer distribution delys
the range of [256k, 10M]bps according to the capacity We use a range of different workloads to evaluate
of current residential access networks (e.g., ADSL, c#e performance of the peerTalk system. The voice
ble networks). We also emulate asymmetric residentiancodings follow the G.711 standard [23] with 64Kbps
access networks (e.g., ADSL, cable networks) wheg@dec bitrate, 80 bytes codec sample size, 10 ms codec
the upload bandwidth is smaller than the downloag@mple interval. Each packet includes 40 bytes for
bandwidth. The inbound or outbound bandwidth of #P/UDP/RTP headers and 160 bytes for voice payload.
core network node is proportional to the number of itshe stream rate is 50 packets per second. Thus, the
inbound or outbound physical links. We have conductd@tal bandwidth per connection is 80Kbps. We use two
experiments on different physical networks where linRifferent models to emulate the speaking activities: (1)
bandwidth follows either uniform or Zipf distribution. ~explicit ON/OFF modethat directly adjusts the number
To emulate mixer processing delays and peer relayiof active speakers to reflect speaking activity changes.
delays, each overlay node is configured with a certaifhe activity of each active speaker alternates between
mixing or relaying capacity denoting the amount o©N periods and OFF periods. During the ON period, a
data the overlay node can mix or relay per second. Vseam of voice packets is generated while no data is
assign varied capacity values to different hosts to emulagenerated during the OFF period. The durations of the
heterogeneous environments. We then randomly seled®¥ period and the OFF period are generated from two
number of stub nodes as application end-points (i.e., peaponential distributions based on previous experimental
hosts). Each peer host is randomly connected to [5, 18{pdy [23]; and (2)eal VoIP conversation datéhat use
other peers as neighbors to emulate a scalable overf@pl telephony conversations from switchboard data [17],
mesh with low node degrees. The overlay topology Mhich consist of 500 pairs of conversations for a total of
connected using the short-long algorithm presented 1900 voice streams. Each conversation session lasts 300
[31]. The simulator emulates packet routing at both IFeconds. The original voice data have been converted
layer and overlay-layer using the Dijkstra shortest pate VoIP packets, and consisted of multiple pairs of
algorithm based on the delay metric. users conversing on diverse topics. Unless otherwise
To demonstrate the efficiency of peerTalk, we compaggecified, each simulation run lasts 300 seconds and has
our approach with CDP [28], [22], [10] and overlaya certain warm-up period for the system to reach its
multicast [15]. The CDP algorithm first selects the bestable performance.
multicast tree among all peers similar to the peerTalk
system. But the CDP algorithm uses the same tree for
both_ stream mixing and stream di_stribution. The overlay Simulation Results
multicast uses the DVMRP algorithm [16] to construct
multicast trees on top of the overlay mesh. In the first set of experiments, we evaluate the per-
Previous study indicates that delay and loss are th&rmance of the peerTalk system under different session
key factors that decide the user’s perception about teies, illustrated by Figures 7 - 10. The overlay network
voice quality [23]. Hence, we use the following metricgonsists of 800 peers. We instantiate three MVoIP ses-
to evaluate the service quality of an MVoIP servicgions concurrently, where the session size ranges from
session: (1)link stressover all utilized physical links [50, 500] peers. The workload is generated using the ex-
where the link stress of one physical link is defineglicit ON/OFF model that randomly selecté% session

Required Bandwidth . . . .
as g Lerereene . Higher link stress implies larger

network queueing delay and loss probability; (®)de _ _ N
Il utilized peer hosts where the node stress The simulator emulates the propagation delay on physical links
stressover all u p Bﬁt does not emulate queueing delay, packet losses, or cross traffic for

one peer host is define as total amount of audio data thmieving large-scale simulations.
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members as active speakerBigure 7 shows the averagethe advantage of decoupled processing model and adap-
link stress on all the physical links used by the thretive stream mixing scheme employed by the peerTalk
running MVoIP sessions under different algorithms. Weystem.

conducted experiments using both uniform and Zipf net- Our second set of experiments compare the perfor-
work bandwidth distributions. We observe that althougimance of different algorithms under different number
peerTalk typically employs smaller mixing trees thawf active speakers, shown by Figures 11 - 14. The
CDP, peerTalk can achieve similar link stress as CDRimber of active speakers is controlled by a speaker
by employing explicit load balancing. Both approachesitio that denotes the percentage of session members
can achieve much lower link stress than the multicaat active speakers. Every 10 seconds, we randomly
algorithm, especially under large session sizes. The ligklect a number of session members as active speakers.
stress reduction is even more prominent for the netwo@imilar to the first set of experiments, we use a 800-
with Zipf bandwidth distribution. The reason is that bothode overlay network and concurrently run three MVolP
peerTalk and CDP employ a multi-stream audio mixingessions. Each session includes 100 peers with [5%,30%]
phase that can greatly reduce the number of concurreahdomly selected active speakers. Figure 11 shows that
audio streams distributed across networks. This resblth peerTalk and CDP have much lower link stress than
indicates that both peerTalk and CDP incur much lowenulticast by employing audio mixing, especially under
network congestion than the multicast approach, whidtigh speaker ratios. From Figure 12, we observe that
implies lower network queueing delay and packet logseerTalk can achieve lower node stress than CDP be-
rate. Similarly, both peerTalk and CDP impose mucbause of its inherent load balancing capability. Figure 13
lower node stress than the multicast approach, showhows that peerTalk has much lower network propaga-
by Figure 8. Compared to the multicast scheme, botion delay than CDP and adaptively expands the mixing
peerTalk and CDP have an extra mixing phase. We negde as speaker ratio increases. Finally, Figure 14 shows
to evaluate whether the mixing phase causes significahé total service delay achieved by different algorithms.
increase to network propagation delay during the audie observe that peerTalk can consistently achieve lower
stream delivery. Figure 9 shows the average netwoskrvice delay than CDP and multicast approaches. Under
propagation delays achieved by different algorithms. Thew speaker ratio, peerTalk can employ a small mixing
average network propagation delay is calculated amotige to avoid excessive mixing delay; under high speaker
all the audio packets that are transmitted from all speafatio, peerTalk can adaptively expand the mixing tree to
ers to all listeners. We observe that peerTalk has muhlndle high stream workloads.

lower propagation delay than the CDP algorithm by Our third set of experiments studies how different
using separate trees for mixing and distribution phasegigorithms scale as we gradually increase the number
Figure 10 shows the average service delay achieved gy concurrent sessions running on top of the overlay
different algorithms as we increase the session size. Tégtem, illustrated by Figures 15 - 18. In this set of
service delay includes network propagation delay, peggperiments, we use a 800-node overlay network. Each
mixing delay, and peer distribution delay. The resultsession includes 50 randomly selected peers with 10%
show that peerTalk consistently achieves lower serviggndomly selected peers as active speakers. Similar to
delay than CDP and multicast approaches. Note thaftevious two experiments, both peerTalk and CDP incur
the real service delay of the multicast approach will bewer link stress and node stress than the multicast
higher if we add the network queueing delay, which cagipproach. Further, peerTalk achieves lower node stress
be induced from the link stress results. The results shawan CDP by performing explicit load balancing using
mixer migration. Overall, peerTalk consistently achieves

"The advantage of peerTalk is even more prominent under heavjer . .
stream workload with a larger number of active speakers, which nger service delay than CDP and multicast. We also

shown by the second set of experimental results. observe that the service delay of the multicast approach



11

w
a
3

1400

Overlay Multicast
250} | ——CDP
——peerTalk
200 Overlay Multicast(zipf)
- CDP (zipf)
peerTalk (zipf)

Overlay Multicast,
1200| ——CDP
——peerTalk

— e

w
S
S
=
1)

Overlay Multicast
——CDP
——peerTalk

)

@
&
3

Overlay Multicast|
——CDP
——peerTalk

1000

)

800 — S

-
600 //
400] _—

Mean node stress
N

a
=]
N}
\\
|

Mean link stress
o
g
Mean propagation delay (ms)
3
3
Mean service delay (ms)

N
S
S}

o
@
S

o
o

200,

5 10 30 5 10 30 5 10 30 5 10 25 30

15 20 25 15 20 25 15 20 25 15 20
Speaker ratio (%) Speaker ratio (%) Speaker ratio (%) Speaker ratio (%)

Fig. 11. Link stress under differfFig. 12. Node stress under diffeFig. 13. Propagation delay undéfig. 14. Service delay under dif-

ent speaker ratios. ent speaker ratios. different speaker ratios. ferent speaker ratios.
250 7 % 350 2000,
" £ —_
Overlay Multicast 6 Overlay Multicast] T T S} Overlay Multicast
——CDP . > £
200 0 cop T < ——CDP
a ——peerTalk 4 .+ peerTalk o 300 >. 1500| — peerTak
g Overlay Multicast(zipf) ﬁ ° Overlay Multicast %
B 150 - CDP (zipf) o4 5 ——copP °
. Bl = ©
= peerTalk (zipf) g s ‘gZSO —— peerTalk Rs) 1000
< 100 c @ c
I < Q % —
= 22 2 200 £ 500 _—
50 . e = s § . -
e 1 I} =
L O
0 [} = 150 0
2 4 6 8 10 12 2 4 6 8 10 12 2 4 6 8 10 12 2 4 6 8 10 12
Num of sessions Num of sessions Num of sessions Num of sessions

Fig. 15. Link stress under differfFig. 16. Node stress under diffeFig. 17. Propagation delay undéfig. 18. Service delay under dif-
ent session number. ent session number. different session number. ferent session number.

increases much faster than peerTalk and CDP as moua, we start from a low-churning system with= 10%
sessions are created on top of the overlay system. Thiurn rate (i.e.,10% of total system peers randomly
results show that audio mixing is necessary in ordésave the systef), then increase the churn rate 20%

to achieve scalable MVoIP services over P2P overlat time 100, and further increase the churn rat8%
networks. of all nodes at time 200. The system reconstructs the

We have also compared the performance of differefistribution tree using the DVMRP algorithm and _repairs
algorithms using real VoIP conversation data. We useC¥€ray mesh partition by randomly adding neighbors
400-node overlay network and instantiate three MVolf® the peers with few neighbors left. In Figure 21, the
sessions concurrently on top of the overlay network-axis shows the accumulated _number of fallures_that
Each session consists of 20 peers. The speaking actii!not be recovered by the maintained backup mixers.
of each peer pair is the playback of one conversatidf Figure 22, the Y-axis shows the failure frequency
trace selected from the 500 pairs of conversation tralfét denotes the number of failures that cannot be
files. Figure 19 and Figure 20 shows the link stred§covered by the peerTalk backup scheme every second.
and total service delay of different algorithms under redi"® “oackup-0” algorithm represents the reactive failure
workloads. The results show similar trend as the resuff€COVery approach that takes no prevention action (i.e.,
under synthetic workloads. Both peerTalk and CDP cdlf Packup mixers/distributors). The fault tolerance im-
significantly reduce the link stress using audio mixin%io"":"'nent (i.e., failure number reduction) from *backup-
compared to the multicast approach. Overall, peerTatk {0 “ackup-1” and from “backup-1" to *backup-2” s

consistently achieves lower service delay than the otf@/Ch larger than that from “backup-2” to *backup-3”
two approaches. and from “backup-3” to “backup-4”. We observe that by

maintaining four backup mixers, the system can recover

We now evaluate the proactive failure recovery,  tailures even under high system churn (i.e., up to
schemes of the peerTalk system under P2P netwng% random failing peers)

churn where a number of peers dynamically leave or join

the system, illustrated by Figure 21 and Figure 22. Tf’tg_ PlanetLab Results

algorithm “backup-k” means that we maintairbackup o

mixers for each primary mixer. We use a 1000-node To evaluate the feasibility and performance of our

overlay network and instantiate three MVOIP sessiordProach under real Internet environment, we have de-
concurrently on top of the overlay network. Each se@l0yed and evaluated the peerTalk system on the Plan-
sion consists of 100 randomly selected peers with 1084@0 wide-area network testbed [27]. The peerTalk soft-

speaking ratio. The system randomly selects a numb¥f® at each PlanetLab host includes five major modules:

of de_Parture nodes every five seconds accorqmg t(_) &50me nodes will be dynamically added back to the system to keep
specified churn rate. During each 300-second simulatigfe number of live nodes in the system at a constant level o) - N .



12

- Overlay Multicast,
Overlay Multicast 2000 ——CDP

——CDbP ——peerTalk 8000)
——peerTalk
Overlay Multicast(zipf)
-~ CDP (zipf)
peerTalk (zipf)

N
a
S

5

- backup-0
backup-0 100 P

backup-1

——backup-1

N
=
=)

—— backup-2

—— backup-2
backup-3
—— backup-4

1500
6000 backup-3

-
a
=}

—— backup—4

Link stress

N
o
S
=]

=
o
S

4000

(4
o
Service delay (ms)
v
<]
o
Total failure number
Failure frequency
(# of failures per sec)
P
3

2000

Shw e ¢
100 200 300 0 100 200 300 () 50 100 150 200 250 300 R ) . 150 200 250 300
Time (sec) Time (sec) Time (sec) Time (sec)

Fig. 19. Link stress under redfig. 20. Service delay under re&lig. 21.  Total failure numberFig. 22. Failure frequency under
VoIP workloads. \VoIP workloads. under system churn. system churn.

(1) mixer managerexecutes the mixer splitting, mixerusing the three different algorithms. Different from the
merging, and mixer migration algorithms; (®yerlay simulation that only models network propagation delay,
topology managemaintains the overlay mesh networkthe packet delay measured on PlanetLab reflects all the
(3) monitoring module is responsible for monitoringprocessing and queueing delays at both peer hosts and
the network/service states of neighbors (e.g., netwohiternet connections. We observe that peerTalk achieves
delays); (4)session managenaintains the peer member-the best performance (i.e., shortest service delays) while
ship information about all VoIP sessions, which is builCDP has the worst performance. The reason is that
on top of the DHT system [33], [38], [30]; (®)ata trans- under light workload condition, the advantage of audio
missionmodule is responsible for sending, receiving, anahixing is not significant and the CDP suffers from large
forwarding audio data. We used the SCRIBE softwamaixing delay. Besides packet delay, the quality of VolP
[14] to realize P2P overlay multicast. To evaluate thservices is also affected by the inter-packet delay jitter
feasibility of adaptive mixing, we have measured thf23]. The delay jitter describes the variations of inter-
average time of basic mixer adaptation operations (i.@acket delays. Thus, we also measured the delay jitter
mixer splitting, mixer merging, mixer migration) in theresult during the above experiment, which is illustrated
real Internet setting. Our initial results indicate thaby Figure 24. We observe that peerTalk can also achieve
peerTalk can finish the basic mixer adaptation operatiobstter delay-jitters than the other two schemes.
between Planetlab hosts within a few milliseconds. We then increase the system workload by increasing

Different from the simulation that uses explicit modethe number of concurrent active speakers. Figure 25
to generate workload, the prototype experiments usadd Figure 26 show the cumulative distribution of total
the ON/OFF workload model. We dynamically adjustlelays and delay-jitters achieved by different algorithms
the mean duration values of the ON period and the ORder a heavy workload. We observe that the effect
period to emulate different speaking activities. The audinf audio mixing becomes significant and peerTalk can
packets follow the standard G.711 codec requiremerashieve much lower delay than the other two alternatives.
described in Section V-A. Our experiments used aboilihe multicast approach is completely overloaded by the
50 PlanetLab hosts that spread across US. We instantiatenber of concurrent streams, which have excessive
two peerTalk nodes on each PlanetLab host. At thetal delays. The experimental results validate our hy-
beginning, each peer sends a probe message to all ofpethesis that adaptive audio mixing can greatly reduce
peers via the SCRIBE multicast interface and measunestwork and stream processing delays by reducing the
average delay between itself and all other peers. Alhk stress and node stress. Such an improvement can
peers then exchange with each other the average odffset the small extra mixing delay with a large margin
lay from themselves to all other peers. All peers thein most cases compared to the multicast approach. Since
select the best multicast tree that has the minimupeerTalk tends to perform more adaptations under heavy
average delay as the optimal distribution tree. The CDRorkload, peerTalk has slightly larger delay jitters than
uses the optimal tree for both mixing and distributiorthe other two schemes. However, such difference is
The peerTalk uses the optimal tree for distribution angharginal. Thus, we conclude that peerTalk can perform
constructs the mixing tree using the adaptive streabetter than the two state-of-the-art approaches in real
mixing algorithm. The overlay multicast scheme usdsternet environments.
SCRIBE to perform multi-stream distribution from all
active speakers to all group members. VI. RELATED WORK

We fist test the three different algorithms under a light In this section, we compare peerTalk with related
workload condition with few concurrent active speakersvork that is classified into three major categories: (1)
Figure 23 shows the cumulative distribution of totaVoice-over-IP systemg2) peer-to-peer systemand (3)
delays between all pairs of communicating participantistributed multimedia systems
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Voice-over-IP systemsRecently, VoIP systems have Distributed multimedia systems Many multimedia
received a lot of research attention. Much of previoysrocessing needs to be performed in a distributed fash-
work has been devoted to evaluating and improvinign. For example, Amir et al. [5] proposed the active
the quality of two-party VoIP services (e.g., [23], [40])service framework and applied it on a media transcoding
Ren et. al. [32] proposed an Autonomous-System-awagateway service. In [26], Ooi and Renesse proposed
peer relay protocol to improve two-party VolP qualitya framework to decompose a computation into sub-
People have also studied the MVoIP (MVoIP) servicesomputations and assign them to multiple gateways.
that present more challenges. For example, Rangan etlal[24], Nahrstedt et al. proposed an Hourglass-based
proposed a hierarchical Media Mixing architectures faystem to deliver composite multimedia content to users
supporting large-scale audio conferencing [29]. Lenndr pervasive computing environments. The peerTalk sys-
and Schulzrinne developed a reliable MVoIP systetem is similar to the above work in terms of distribut-
using a full mesh topology [22]. Radenkosvic and Greeling media processing among multiple hosts. However,
Halgh proposed a Distributed Partial Mixing approach timstead of considering generic media processing, our
supporting MVoIP service with TCP fairness[28]. Differ-work more focuses on P2P audio stream processing for
ent from previous work, the peerTalk system focuses qmoviding MVOIP services. Thus, the new contribution of
providing MVOIP services in P2P environments, whiclthe peerTalk system is to organize and adapt the audio
provides a pure application-level solution with uniqustream processing based on the unique features of MVoIP
features of self-organization, adaptation to workload, ars#rvices.
failure-resilience. In [18], we have presented the basic
adaptive mixer splitting and merging algorithms. This
paper presents the complete peerTalk framework includ-
ing the new algorithms for rendezvous point election, Traditionally, multi-party voice-over-IP (MVoIP) ser-
mixer migration, and failure resilience management. vices use a collection of multicast trees or a centralized

P2P systems With the popularity of P2P file shar- audio mixing server. In this paper, we argue that a P2P
ing systems, P2P systems have drawn much reseal¥olP system can achieve better scalability and cost-
attention. One salient advantage of P2P systems is tleffectiveness by adaptively and efficiently distributing
they can aggregate a tremendous amount of resoursggam processing workload among different peers. To
in a failure-resilient and cost-efficient fashion. Previouthe best of our knowledge, this is the first work that
work has addressed the problems of scalable data lookstpdied the P2P system design for the MVoIP applica-
using distributed hash table (DHT) (e.qg.,[33], [38], [30]}ion, which we believe could be a new Kkiller application
and incentive engineering (e.g., [25], [11]) for providindor the P2P technology. Specifically, this paper makes the
efficient P2P data sharing. Inspired by P2P file sharirigllowing contributions: (1) we propose a noweécou-
systems, researchers have proposed many other BB stream processingodel that can better explore the
applications such as P2P content delivery (e.g., [28dsymmetric property of MVoIP services and optimize the
[13], [12]), P2P file systems (e.g., [3]), and P2P storag#ream mixing and distribution processes separately; (2)
systems (e.g., [4]). While peerTalk can benefit frorwe provide localized mixer splitting/merging/migration
many previous P2P research results, our researchalgorithms to continuously optimize the quality of the
orthogonal to previous work. Our work more focuseMVoIP services according to speaking activity changes;
on exploring the specific properties and requirements ahd (3) we propose light-weight backup schemes to
MVOIP services. To the best of our knowledge, our worknake peerTalk resilient to peer failures/departures by
is the first study on using P2P stream processing fatilizing redundant resources in P2P environments. We
MVOIP services, which we believe could be a new killehave implemented a prototype of the peerTalk system
application for the P2P technology. that are evaluated in both real-world wide-area networks

VII. CONCLUSION
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and simulated P2P networks. Our results show thgtfl] D. Kostic, A. Rodriguez, J. Albrecht, and A. Vahdat. Bullet: High
peerTalk can combine the advantages of two state-of-
the-art approaches (i.e., multicast, audio mixing) Whi|92]
overcoming their disadvantages for providing MVolP
services.
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